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Monitoring concepts

Bootup
checks

Do not start
services, if not all 
requirements are

met

Runtime checks

Gateher metrics
(Ganglia, own

stuff)

Monitor Service 
states (Nagios)
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Bootup checks

• Servers do not start the service(s) they provide automatically  instead run
sanity check that starts the service(s) if all checks out ok
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Runtime Monitoring (Ganglia)
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SAN Monitoring (Live Monitor)

Self written QT-GUI

Uses DDN-API for Live-Data 
every 0.1s

Needs network access to
the DDN controllers
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LSF Monitoring (LLview – W.Frings, FZ Jülich)
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LSF Monitoring (LLview – right half of the window)

Cron-Job writes LSF-Data to
XML-File and uploads it to a 

webserver

LLview (perl-program) 
downloads this data and
visualizes them like this
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Temperature monitoring

Self written QT-GUI

Visualizes powerman
information
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System state monitoring (Nagios)



SAN monitoring(Nagios)

One slow disk

in  Tier 10 (raid1b)

Only one active controller in couplet

or Bus Parity error
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Things left unsaid

Bootup checks

– Do not (yet) cover all possible checks (e.g. MPI missing)

– Should be repeated regularly to ensure QoS

Ganglia

– Pretty long load times for 700 nodes

Nagios

– Still using version XXX
• Checks are not executed in parallel

– Grown prototype  needs redesign
• Currently open as Master Thesis

Admin needs a lot of screens to see everything

Open Question of scalability
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System Management

Vendor Tools

Power Console Imaging Network 
Management

Own
Ideas

Batch 
system

integration
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System management (GUI): Clusterworx

How do I find the ONE 
slow node that is

holding up all others?

Does not really scale
beyond 128 nodes…
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System Management (Console): SGI Tempo

Cascaded Management
• Sub-Managers per rack
• Allows cluster boot really in 10 minutes
• Information spread over the whole system

Yet another set of tools
• C-Tools (cpower, console, cexec) instead of P-Tools (powerman, 

conman, pdsh)

Only supports SLES

No version management for images
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Infiniband Monitoring

Which node is the one
displayed as red?

10s click latency…

Influences the fabric



What is missing?
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