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Evolve methods and tools 
to facilitate the 
development (or 
restructuring) of parallel 
applications:
n��	� Define new programming and 

execution models for parallel 
applications.

�n��	� Develop tools to create and model 
efficient interconnection networks 
for MPSoC (embedded systems).

Enhance and integrate 
parallel programming 
tools (debuggers, 
correctness and 
performance analysis tools):
n��	� Support any kind of parallelism  

(MPI, OpenMP, threads,…).
n��	� Offer a powerful, user-friendly, 

scalable environment for 
correctness and performance 
debugging in a common framework.

Extend the Linux OS (NUMA API, 
Scheduler, etc.) and 
optimize libraries:

n��	�� Extend and enhance management  
of a large number of tasks / 
threads.

n��	�� Optimize numerical libraries 
(develop multithreaded versions 
thereof).

Use of 
advanced 

technology

Adapt or develop and optimize applications from various application domains

(Simulations, Avionics, Virtual Reality, Software Defined Radio):
Significantly speed up existing HPC applications and enable simulation of much more  
complex models.

Enable the advent of innovative power-intensive embedded applications.
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CEA-LIST – study of accessibility: 
assembly of a control device of car 

door windows

RECOM – computer-aided analysis 
of flame interactions in a 300 MWe 

combustion chamber in  
the Virtual Reality

MAGMA – filling sequence of  
a steel casting turbine housing

GNS – deep drawing simulation  
of a wheel arch

VAMPIR – 
 performance analysis

DDT –  
parallel debugging

KOJAK –  
performance analysis

MAQAO –  
loop optimization

MARMOT –  
correctness checking

Feedback to
technology

providers
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